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Major reasons why working threads wait

When the master thread is executing a serial region, the worker threads are in the OpenMP
runtime waiting for the next parallel region

Master
Thread

When synchronization objects are used A When athread finishes a parallel region, it waits at a
inside a parallel region, threads can wait on barrier for the other threads to finish. ( Load imbalance )

a lock release , contending with other A The number of loop iterations < the number of working
threads for a shared resource threads so several threads from the team are waiting at
(Synchronization on locks) the barrier not doing useful work at all (Not enough

parallel work)
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VTune Amplifier XE OpenMPAnNalysis

A Tracing of OpenMP is used to provide region/work sharing context

- Provided to VTune by Intel OpenMP Runtime:

A Fork -Join time points of parallel regions
with number of working threads

—_—
- Overhead of tracing can be substantial T used
carefully per region instance on region fork -join

\ Parallel Regions /

A Sampling to determine different kinds of overhead, synchronization spinning etc.

points

" Advanced Hotspots !

@ Elapsed Time: 18.974s

- Any type of VTune analysis that support CPU
time calculation (such as hotspots, advanced -

hotspots with or without stacks, etc.) . -
LEL Nt
Thwt £P6 mary be tod high This coudd be caused by |
. . . instroctions. Saplore the otfer nardware-seated me
- With Hotspot Viewpoint selected —_> M rsimm g e

Paused Tine [
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VTune Amplifier XE OpenMPAnNalysis

Enhancing OpenMP analysis with a set of metrics to answer the
following questions:

A s serial time of my application significant to prevent scaling?
A How efficient is my OpenMP parallelization?
A How much gain | can take if invest in reducing load imbalance/overhead?

A What regions are more perspective to invest?

Metrics are based on elapsed time dimglet improvement possibilities on
application wall clock time
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VTune Amplifier XE OpenMP Analysis

= Advanced Hotspots Hotspots viewpoint (change) @ Intel VTune Amplifier XE 2015

& Analysis Target Analysis Type | B Collection Log | GBSk +% Bottom-up| |«% Caller/Callee| | % Top-down Tree| | B Tasks and Frames

CPU Freguency Ratio: 1.111 N

Paused Time: 0s Is serial time of my application significant to prevent scaling? W
Owverhead Time: 0.005s
Spin Time: 371.709s

A significant portion of CPU time is spent waiting. Use this/metric to discover which synchronizations are spinning. Consider adjusting spin wait
parameters, changing the lock implementation (for example, by backing off then descheduling), or adjusting the synchronization granularity.

OpenMP Analysis. Application Elapsed Time: 69.073
[&nial Time (outside any parallel region): 0.0385] How efficient is my parallelization towards ideal parallel execution?

® Parallel Region Elapsed Time:
Estimated Ideal Time:
Potential Gain (Elapsed Time): 15.919s

How much theoretical gain | can get if invest in imbalance/overhead tuning

Top OpenMP Regions by Potential Gain

This section lists OpenMP regions with the highest potential for performance improvement. The Potential Gain metric shows the elapsed time that
could be saved if the region was optimized to have no load imbalance assuming no runtime overhead.

OpenMP Region Potential Gain (Elapsed Time) ﬁapsed Time Instance Count

16.8855 201

17.333s 201 What regions are more

14. perspecitve to invest?

18.278s
1.558s

solve_$omp$parallel: 24@unknown: 42:395 4.5845
z_solve_$omp3parallel:24@unknown:42:408 4.3855
x_solve_$omp$parallel:24@unknown: 44:396 4.050s
compute_rhs_$omp$parallel:24@unknown:17:426 2.675s
add_sompésparallel:24@unknown: 18:27 0.147s

Link goes to grid view for
more details on inefficiency
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Definition of metrics

Serial time  : time spent by the application outside any Region Instance Elapsed Time '
OpenMP* region in the master thread during collection: Fork A Join
Elapsedtime -x[ El apsed t i me rmdionsh! I Par al \éI \

. . . Effective CPU time
Effective CPU time of a Parallel Region Instance:
([CPU time] 71 [Spin Time] 1 [Overhead Time]) Spin (busy wait i
Imbalan_ce, Lock
where CPU, Spin and Overhead time aggregated by threads in Contention)

L Passi it
the Region instance assive wai

(Not consuming CPU)
Overhead (Creation,
Scheduling, Reduction)

O mn

v

Estimated Ideal time of a Region Instance: Estimated Ideal time of a
[Effective CPU time ]/ [Number of Threads] Region Instance:
[Effective CPU time] /

Potential Gain of a Parallel Region Instance: [Number of OpenMP Threads]
[Region Instance Elapsed Time] i [Estimated Ideal Time of
the Region Instance]
Potential Gain of a Region : x[ Potenti al Gain of a Il nstances V%
of a Region]

<>
Potential Gain of a Program : x[ Potenti al Gain of all
Regions]
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OpenMP region patterns in VTune Amplifier

A Serial region

A Well-balanced region

A Imbalanced region

A Region with runtime overhead

A Region with synchronization objects
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Serial region

8 Advanced Hotspots Hots

B8 Collection Log | | € Analysis Target

Grouping: | OpenMP Region / Thread / Function / Call Stack
Potential Mum.

. . Potential Gain (% of  Elapsed of  Insta.. . @

OpenMP Region / Thread / Function / Call Stack Gain Collection o (e | (g Eﬁ‘e.ctwe 3]
Time) thre... Time Imbalan...
[ rmainSompSparallel: 3@ C\test\omptest,cpp:9 . ) . 1 8.921s 0.836s
HrmainfompSparallel 8@ C\test\omptest.cpp:3 Wall clock time of serial region 1 17.314s 21455
#rmainSompSparallel:3@ C\test\omptest.cpp:76:79 'ISDE;' T44% ™\ =78 100,000 1.216s 0.8665
[=[5erial - cutside any region] 0.0% 1.940s 2.747s 3.004s

= OMP Master Thread #0 (TID: 6528) T W A A

Intel VTune Amplifier XE 2015

BE Tasks and Frames

v |hel S
CPU Timew oA
Spin Time Cverhead Time
Lock Conte... Other Creatic.. 5Schedulin.. Reduct.. Oth
19.959s 3.247s 0s Os 0s| 0.0°
0s  0.123s s Os Os  0u0:
0.005s| 0.031s 0.017s 13.139s 0s| 0.0t
0.001s| 0.328s 0s 0.271s 0s| O
0.001=|  0.0025 0.040s 0.00

[ main A f o m . L . . . . e Os o .. .05
I [OpenMP dispatcher] j OCadaado RedBRgt# B aeeia C g é CPU time of serial region e ao[édé aegc
[ _kmpc_atomic_fixed4_add 0s| 0.0% ! 0s 0s 0s| 0s 0s 0s 0s 0.0
[ krn allarate team Ne nne. N= N= e N= Ne N= e 0o
Selected 1 row(s): Os 0.0% 1.880s 0z 0.001s| 0.002s Os 0.0405 0s| 0.00»
£ > | £ >
LR L UL L L L DL L L L L B L B L DL L L B L LR UL UL LR L LU UL UL LI I |
e Qb Q- Qi 1s 2 3c 15 5¢ Bs s 2c 9c 105 11s 125 Ruler Area &
OMP M F= Region |...
aster Thread #0 _ : . &~
_ [OMP Worker Thread =6 | [N NN Master thread is computing, Thread -
£ [OMP Worker Thread =7 | I I @ other OMP Workers are ssssciatlidlithdcitiiiiaiigl ——
o o oo unmnin
# OWP Worker Theod = | [N MBI BZ_ spinning, then waiting bl bk |~ DTS
OMP Worker Thread 3 | | | SN [0
E— = — v [¥] luk Spin and ...
5» |[#] CPU Time v
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Well-balanced parallel region

) @

B Summary | R Rtianng | % Call

Intel VTune Amplifier XE 2015

n Tree| | B8 Tasks and Frames
Grouping: | OpenMP Region / Thread / Function [ Call Stack v he O
Potential Mum. CPU Time i
. . Potential Gain (% of Elapsed of  Instance . i .
OpenMP Region / Thread / Function / Call Stacka Gain Collection Time |Ope| Count Ef'fe_ctn.re Spin Time Overhead Time
Time) thre... Time Imbalan... Lock Conte.. Other Creatio.. Schedulin.. Reduct.. Other
[ [5erial - cutside any region] 0.0% 1.940s 2.747s 3.694s 0.001s  0.328s s 0.271s 0 0.011s
B mainSompiparallel: 8@ C\test\omptest.cpp:37:40 I 0.008s 0.1%|) 0.661s|8 1 5.220s 0s Os 0s Os Os Os| 0.013s
HrmainSompSparallel: 8@ Chtest\omptest.cpp:56:39 0.574s 4.6% 27385 8 1 1?.?\ 71455 0s  0.123s Os Os Os  0.023s
F mainfompSparallel 3@ Ch\test\ omptest.cpp: 7879 ) .. 0 - A - A N 13.139 o0 00ys )| .,
# rmainSompSparallel:3@C\test\omptest,cpp:96:103 j Potential gain s very small 1 j | Yee1 400 € a A Ox ode iz agl 'D.'Dgs(( aaaflsad
Selected 1 row(s): (13 0.0% 0.661s 1 5.229s 0s (13 0s (13 0= 0s 0.015s
< >« >
LA e s e s s e B B s s B B B S LI R e e
ale’ Jetlets 0.500s s 1.500s 25 25005 3s 3.500s ds __ 4500s 5555005 s Hdeglirea
e ———— .
OMP Master Thread =0 | [ RN P Region Instance
OMP Worker Thread 26 [#] | Thread v
OMP Worker Thread 27 All th_rea_ds are busy, no overhead /well - balanced loop */
~_ or spinning (no red color
g [OMP Worker Thread #4 ol p g ( ) nun = 5000000:
E OMP Worker Thread #3
OMP Worker Thread £3 . i
S — #pragma pm[ parallgl for schgdule(gmded) /I Line 37
OMP Worker Thread #1 for (int i=0;i<= num; i++) {
if (IsPrime (i)) Tick ();
CPU Time }
€ ¥ o |
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[* imbalanced loop */
nun = 20000000;

Load imbalance

#pragma omy parallel  for schedule( static ) /I Line 56
e &~ Ca for (int i=3;i<= nun; i +=2) {
if (IsPrime (i)) Tick ();
Grouping: | OpenMP Region  Thread [ Function f Call Stack }
Potential MNum.

. . Potential Gain (% of  Elapsed of  Insta.. ) P .
OpenMP Region / Thread / Function / Call Stacks Gain Collection Time Ope. Count Effective Spin Time Overhead Time
Tirne) thre.... Time Imbalan... Lock Conte... Other Creatio... Schedulin... Reduct.. Other
[#[Serial - outside any region] 0= 0.0% 1.940s 2.747s 3.604s 0.001s 0.328s 0= 0.271s 0z 0.011s
¥ mainSompSparallel:3@ Chtest\omptest.cpp:37:40 0.008s 0.1% 0.6615| 8 3.220s Os 0s Os 0s Os 0s| 0.015s
B mainSompSparallel:3@C:\test\omptest.cpp:56:59 | | 0. 5?4; zmssL 0s| 041235 0s 0s 0s| 0.023s
[# mainSompSparallel:3@ Chtest\omptest.cpp: 76:79 1.802s \ i 1.954s 8 100.000 1.21 65 0.866 S TMas D03Ts 0.017s 13.139s 0s| 0.097s
HrmainfompSparallel:3@Chtest\omptest.cpp:96:103 4.{ Potential gain is noticeable 8.921s Cl.% Splnnlng due to Os 0s  0.013s

imbalance

Selected 1 row(s): 0s 0.0% 2.738s 1 17.314s 21455 0z 0.123s 0s (13 0s  0.023s
< >« >

SCletTeTloT 2.500s 3s 3.5005 4s 500 Ruler Area

OMP Master Thread #0 P Region Instance
OMP Worker Thread 7
threads spinnin <] [ Runni
= [OMP Worker Thread #4 . . . — ", p g z CEEITQ
£ [OMP Worker Thread #3 pssphitienebiscissischonstse Sisljepncudingiciuding objects: o
OMP Worker Thread £5 I e— _ duk Spin and Overhe...
OMP Worker Thread #2 Brown color: threads calculating [ []® Hardware Event Sa...
OMP Waorker Thread #1 [+] CPU Time
CPUTi
- Green color: threads waiting A
CPU Time " [] duk Spin and Overhe...
£

> »
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[* overhead loop */
Runtime overhead o200

#pragma omy parallel  for schedule (dynamic) /I Line 71
for (int i=3;i<= num; i +=2) {
if (IsPrime (value)) Tick ();

8 Advanced Hotspots Hotspots viewpoint (change)

B8 Collection Log | | € Analysis Target Analysis Type| | KA Summary | (S RElsasmiey | ¢ }

Grouping: | OpenMP Region f Function [/ Call Stack W 'LT E E'
Pote... Nurn.. CPU Timew w
. . Potential Gain  Elap.. of Insta... P -
£ [« [«
OpenMP Region / Function / Call Stack Gain  (%of Time Open. Count Effective Time & Spin Time | Cverhead Time k|
Call... thre... Imbalanc.. Lock Conte.. Other  Creatio... 5chedulin... Red.. Other
F mainfompSparallel 3@ Ch\test\omptest.cpp: 8396 40485 37.5% 5.150s 8 1 8.815s 0.8225 19.804s 3.252s Os Os Os 0.016s
F mainSompSparallel: 3@ C\test\omptest.cpp:53:56 0.489s 4.53% 2.634s 8 1 17.158s 1.843s Os 0.107s Os 0s 0s| 0.021s
[Serial - outside any region] 0s 0.0% 1.8092s 2713 3.483s Os 0.344s Os Os Os  0.002s
[F mainSompSparallel: 3@ Chtest\omptest.cpp:36:39 0.008s 0.1% 0.661s/8 5.2255 0s 0s| 0.014s
E main$omp$parallel 8@ C:\test\omptest.cpp:71:74 0.421s| 3.9%| 0.455s)8 0.273s 3.351 s

g

—

T 76 0435s 1 0.273s Os Os|y
< 1 B|g potentlal gain | Runtlme schedullng overhead
— " " T — i e B B B e p e e "
ol Jellel ] 45 4. 5{)[)5 . . 6.5{)[:; Ruler Area ~
OMP Master Thread 0 F Region ..
OMP Worker Thread #7 Region Instance Thread v
b= Start: 4.889s Duration: 433.420ms
OMP Worker Thread 26
B - 1II|I'|r:}|'l':er-|—hre51'=I = OpenMP Region: mainSompSparallel:3@ Chtest\omptest.cpp 71:74 @ Running
orker Threa 5 . - ,
= TV I —— Much time for spin OpenMP Region Type: Good uk CPU Time
orker Threa
OMP Worker Thread 25 or overhead Uk Spin and ..

[]* Hardware E...

< Y [w] dluk CPU Time
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Synchronization objects

8 aAdvanced Hotspots H

Intel VTune Amplifier XE 2015

M nLog| | & An B8 Tasks and Frames
Grouping:  |OpenMP Region / Thread / Function f Call Stack v (Lal| (S |5
Potential MNum. CPU Time i
. . Potential Gain (% of  Elapsed of Insta.. - .
OpenMP Region / Thread / Function / Call Stacks Gain Collection Trjme Ope.. Count Effective Spin Time Overhead Time
Tirne) thre ... Time Imbalan... Lock Conte.. Other Creatio... Schedulin... Reduct.. Other
[#[Serial - outside any region] 0s 0.0% 1.940s 2.747s 3.60ds 0.001s  0.328s 0s 0.271s 0s  0.011s
[# mainSompSparallel: 3@ Chtest\omptest.cpp:37:40 0.008s 0.1% 0.661s| 8 1 5.229s Os 0s Os 0s Os 0s| 0.015s
FmainSormpiparallel: 3@ Ch\test\omptest.cpp: 36:39 0,574 4.6% 27385 8 1 17.314s 2.1453¢ Oz 0123 0= O 0z 0.023
[# mainSompSparallel: 3@ Chtest\omptest.cpp: 76:79 1.802s 14.4% 1.954s 8 100,000 12165 0.866s 0.005s 0.031s 0.017s 13.13%s 0s  0.097s
L+ main$omp."parallel:S@C:\test\ornptest.cpp:‘ElE:'Ii]:‘J 4.075s 32.6% 5.190s 8 1 8.921s 0.836s 3.247s s Os Os| 0.013s
] Big potential gain 00% 5190 L ] Spinning due to Lock contention Us 0s| 0.015s
< PR >
B e e S R P P
2 Qe Cue k3 3s 4s 55 s 7 8s 95 10s 11s 125 Ruler Area
1 E P .
OV Moster Thresd 2 [T o e o R T R = T
OMP Worker Thread #5 e s e ksl | 7] Trea .
OMP Worker Thiead #7 e e i ™
[ Runni
= [OMP Warker Thread 24 " CEBTQ
v
2 [OMP Worker Thread #3 - me
OVP Worker Treeed 5 A R A i | 1 Smond St
ON Viorker Thead 22 N, | | "o Bt .
OMP Worker Thread #1 Much time for spin - CPU Time
i ik CPU Time
or overhead = _
£ > »
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Synchronization objects y Locks & Waits analysis

Collection Log | | 4 Summa

@& Bottom-up JCCReEE7e

[* loop with lock */
nun =1000000;

Thread Concurrency

£

Mo filters are applied. r

Process:

Spin and Overhead Time
70.7%

Any Process

Copyright © 2014, Intel Corporation. All rights reserved. *Other names and brands may be claimed as the property of others.

Grouping: | Sync Object / Function / Call Stack ] i .

- #pragma omy parallel  for schedule(guided) /I Line 96

Sync Object / Function / Call Stack SIS oy T N AT 7 é""a'tt ?F'” N for (int i=3;i<= nun; i +=2) {
Didle @Poor 0Ok Bideal @ Over -7 ime
[ OMP Join Barrier main:37 0x5e845783 5.561s [ 3 05465 | if ISPri .
[# OMP Join Barrier main:56 0x39c38691 4.370: ) 4 133 it (IsPrime (i) {
[# OMP Join Barrier main:76 Ox1494a612 2.427: 1R 1478 14,4055
£ OMP Critical main:100 0x69¢96cb9 2062 21.056s Tick();
FHOMP Join Barrier main:96 Oxb0b08922 | 0.805s [l 3 0728s #pragma omg critical // Line 100
&l Stream ngrggﬁ?_dab _— UYyaosaea Yeéea dmi) REeaA&FRY & printf  ("prime: %d \n", i);
[# Stream Clwindows\Globalizatiol 1 0= }
T ’ Selected 1 row(s): i 10725 2062 21.0%s
£ > £ }
Q- Q=Cie 16400 16.500s  16.600s  16700s  [16796shs  16.900s 175 17100s  17.00s  17.300s ' |Ruler Area ~
OMP Master Thread #0 s | 1 H ~ P Region Instance
5 |OMP Waorker Thread #3 | |qmm, - aaEAl_ . - _ ead v
= |OMP Warker Thread £2 .:_]H-!I|:II!E!I!!!!!IIlJE OMP Master Thread 20 [ Runming
OMP Worker Thread #1 . . Transitions .
N - it
QOMP Master Thread #0 (TID: 8816) to OMP Worker Thread #3 (TID: 496) (16.784s to 10.7845) as
CPU Usage ! - - .
Sync Object: OMP Critical main:100 0x69e36chd CPU Time

Spin and COverhead Time

Transition details CPU Sample

CLIFrency
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NASA Parallel Benchmark optimization

Setup
A CPU: Intel® Xeon® processor ER2697 v2 @ 2.70GHz, 24 cores/48 threads.

A OS: RHEL 7.0 x64

A Compiler: Intel® Parallel Studio XE Composer Edition 2015 update 2

A Workload" D OA 0 !- Gdnjugtte @ddiEnt, irregular memory access
Yéa Reééneanrnyosaeec éeanea# ReYii Al

Optimization Notice

Copyright © 2014, Intel Corporation. All rights reserved. *Other names and brands may be claimed as the property of others.



® CPU Usage Histogram

This histogram displays a percentage of the wall time the specific number of CPUs were running simultaneously. Spin and Overhead time adds to the

ldle CPU usage value,

wn
wi

: ; =
F 4s : o
= 1 = |
a 1 3
o 3s ae . . : -
m CPU utilization is not ideal . S |
Ll 25 : [ :
' : @

Ls ' | ¥

1 I— 1

Os L

0 2 4 & & 10 12 14 16 1& 20 22 24 26 28 30 32 34 36 38 40 42 44 45 48
Qver

[ (1
Simultaneously Utilized Logical CPUs

i'nl:el' 15
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@® OpenMP Analysis. Collection Time: 11.400

Serial Time (outside any parallel region): 0.017s (0.1%)
@ Parallel Region Time: 11.384s (99.9%)
Estimated |deal Time: 7.408s (65.0%)

| . L o
Potential Gain: 3.975s (34.9%) = Potential CEl IS 34.9%

The time wasted on load imbalance or parallel work arrangement is significant and negatively impacts the application performance and
scalability. Explore OpenMP regions with the highest metric values. Make sure the workload of the regions is enough and the loop schedule is..

@® Top OpenMP Regions by Potential Gain

This section lists OpenMP regions with the highest potential for performance improvement. The Potential Gain metric shows the elapsed time that
could be saved if the region was optimized to have no load imbalance assuming no runtime overhead.

OpenMP Region Potential Gain (%) Elapsed Time
conj_grad_%omp$parallel: 24@/home/vitune/work/apps/MPB/MPB3.3. 1/NPB3 3-OMP/CG/cq.f:514:695 3.958s 34.7% 11.095s
MAIN__%omp%parallel: 24@/home/vtune/work/apps/MPB/MFB3.3.1/NFPB3.3-OMP/CG/cq.f:185:231 D.086s 0.8% 0.286s
MAIN__%omp%parallel: 24@/home/vtune/work/apps/MPB/NPB3.3.1/NPB3.3-OMP/CG/ca.f:361:365 0.000s 0.0% 0,001s
MAIN__%omp$parallel: 24@/home/vtune/work/apps/MPB/MPB3.3.1/NPBE3.3-OMP/CG/cq.f:339:345 0.000s 0.0% 0.001s
MAIN__%omp%parallel: 24@/home/vtune/work/apps/MPB/NPB3.3.1/NPB3.3-OMP/CG/cq.f: 263: 269 0.000s 0.0% 0.000s
[Others] 0.000s 0.0% 0.C

intel 16
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™ Advanced Hotspots Hotspots viewpoint (change) @

|| on Log | | % A arget Ana pe | | Kl & Bottom-up

Summary

nd Frames | | B cg.f

Grouping: | OpenMP Region / Function / Call Stack
Poten... Mumber CPU Time *
; ) Poten...  Gain (% Elapsed of Instance 5]
OpenMP Region / Function / Call Stack Gain of Time  OpenMP  Count Effective Time by Utilization Spin  Overhead
Ti Ti
Colle.. threads Wide Broor Jok [ideal @ow M me

Bconj_grad_$omp$ parallel: 24 @/home/vtune/work/apps 3.958s| 34.71|11.095s(24 76| 172.969s I

+MAIN__$omp#%parallel: 24 @/home/vtunefwork/apps/N 0.086s 0.8% 0.286s 24
*[Serial - outside any region] Os  0.0% 0.017s
+MAIN__$omp#%parallel: 24 @/home/vtunefwork/apps/N 0.000s 0.0% 0.001s 24

Copyright © 2014, Intel Corporation. All rights reserved. *Other names and brands may be claimed as the property of others.

4.819s] 065 0s
0.045s| } Big spin time
75 0.004s| 00155 0.001s

=
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514 '$omp parallel default(shared) private(j,k,cgit,suml,alpha,beta)
Slh "Sompd shared(d, rhold, rho, sum)

516

N o e e R

518 c Initialize the CG algorithm:

e T T U S . .
520 !$omp do I YéompGaec aé o6aa iYéa i1iYivYeeae
521 do j=1,naa+l B

522 ql(j) = 0.6d0

523 Z(j) = B.60do

524 rij) = x(1)

225 pli) = r(j)

526 enddo

527 '$omp end do

528

529

T o e TR

53lc rho = r.r
532 ¢ MNow, obtain the norm of r: First, sum sqguares of r elements locally...

e I T S T I
534 '$omp do reduction(+:rho)

535 do j=1, lastcol-firstcol+l

536 rbc = rho + r(jl*r(j)

537 enddo

538 '$omp end do

539

intel 18
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Grouping: = (custom) OpenMP Region / OpenMP Barrier Type / OpenMP Barrier / Function / Call Stack

OpenMP Region / OpenMP Mumber ObenMP OpenMP CPU Time
Barrier Type / OpenMP Poten...  Elapsed of Een Loop Spin Time
. w
Barrier / Function / Call Gain Time  OpenMP ':'DPk Schedule Effective Time ... P
Stack threads Hn Type  [idie PPoor [ ¢/mbalance... Lock C... Other
~conj_grad_fomp#parallel: acfc 11 Nate 24 . 1o m;""5.- 91.947s Os 0.212s
_ " Per-barrier breakdown | Static scheduling
“Loop barriers : : | ~ rre. -‘*5.- 91.825s5 Os 0.211s
Bconj_grad_$omp$loop_ 3.734s5/10.445s| 24
tconj_grad_somp%loopZ Hottest loop is on line 572 Static 5.5285| '49s Os 0.007s
+canj_grad_$amp$tncp:¥P 0.036s 0.068s 24 3125 Static 0.450s|  Spin due to imbalance 4.
572 !'$omp do
573 do j=1,lastrow-firstrow+l
574 suml = 0.d0
575 do k=rowstr(j),rowstr(j+1)-1
576 suml = suml + alk)*plcolidx(k))
577 enddo
578 glj) = suml
579 enddo

580 !'$omp end do
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Original y static scheduling by default Changed to dynamic scheduling

572 '$omp do 572 '%omp do schedule (dynamic)

573 do j=1,lastrow-firstrow+l 573 do j=1,lastrow-firstrow+l

574 suml = 0.d0 574 suml = 0.d@

575 do k=rowstr(j),rowstr(j+l)-1 575 do k=rowstr(j),rowstr(j+l)-1

576 suml = suml + a(k)*p(colidx(k]) 576 suml = suml + a(k)*p(colidx(k))
577 enddo 577 enddo

578 qli) = suml 578 qlj) = suml

579 enddo 575 enddo

580 '$omp end do 580 !'$omp end do

Elapsed time increased

Chunk sizeisonly 1 Spin is fixed now New problem: scheduling
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